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ABSTRACT
Tabular forms of numerical facts widely exist in the disclosure doc-
uments of vertical domains, especially the financial fields. It is also
quite common that the same fact might be mentioned multiple
times in different tables with diverse tabular presentation. Firm’s
disclosure documents are the main source of accounting informa-
tion for individual investors. Its authenticity is crucial for both
firms’ development and investors’ investment decisions. However,
due to large volumes of tables, frequent updates during editing, and
limited time for manual cross-checking, these facts might be incon-
sistent with each other even after official publishing. Such errors
may bring about huge reputational risk, and even economic losses
even if the mistakes are made unintentionally instead of deliber-
ately. Hence, it creates an opportunity for Automatic Numerical
Cross-Checking over Tables. This paper introduces the key mod-
ule of such a system, which aims to identify whether a pair of table
cells are semantically equivalent, namely referring to the same fact.
We observed that due to tabular presentation diversity the facts
in tabular forms are difficult to be parsed into relational tuples.
Thus, we present an end-to-end solution of binary classification
over each pair of table cells, which does not involve with explicit
semantic parsing over tables. Also, we discuss the design of this
neural model to compromise between prediction accuracy and in-
ference time for a large number of table cell pairs, and propose
some practical techniques to address the issue of extreme classifi-
cation imbalance among pairs. Experiments show that our model
achieves macro 𝐹1 = 0.8297 in linking semantically equivalent ta-
ble cells from the IPO prospectus. Finally, an auditing tool is built
to support guided cross-checking over financial documents, reduc-
ing work hours by 52% ∼ 68%. This system has received wide
recognition in the Chinese financial community. Nine of the top
ten Chinese security brokers have adopted this system to support
their business of investment banking.
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1 INTRODUCTION
Tabular forms of numerical facts widely exist in the disclosure doc-
uments of vertical domains. For example, various financial doc-
uments, e.g. IPO prospectuses, bond prospectuses, corporate an-
nual reports etc., contain a large number of tables over the finance
indicators of the corporation. Figure 1 shows the screenshot of
three tables in BHP Annual Report 2018. The finance indicators
in the tables are organized in a clear form with rows and columns,
which enable readers easily make comparisons and better under-
stand the firm’s financial situation. In these tables, each numerical
value refers to a numerical fact about a specific finance indicator
at certain time for a given company. Based on the disclosure doc-
uments of 270 IPO prospectuses, on average there are 224 tables
and 5,821 numerical fact mentions in each report. For a collection
of 762 auditor’s reports, these two average numbers are 65 and
1,061 for each report. The tabular forms of numerical facts provide
a neat format to quantitatively present the numerical aspects of
their objective indicators.

It is also quite common that the same fact might be mentioned
multiple times in different tables. In Figure 1, the three table cells in
red dash box are shown as an example. Although they are in differ-
ent table cells, they all refer to the same fact that the share capital
for BHP Billiton Limited at the end of fiscal year 2018 is 1,186M US$1.
In other words, this fact is mentioned three times in three differ-
ent table cells. In addition, Figure 2 shows the distribution of the
table cells according to the number of times their corresponding
facts mentioned in a document. Note that Figure 2 only shows the
distribution of table cells in which numerical facts are mentioned
more than once in a document. In total, the proportions of table

1Different colors in the sentence indicate different key ingredients of the fact.
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Figure 1: The screenshot of three tables in BHP Annual Re-
port 2018. These three tables are deliberately overlapped in
order to save space.The lower-left corner of each table shows
its page number in the original report. The three cells in red
dash box mention the same numerical fact in this report.
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Figure 2: The distribution of numerical table cells according
to the number of times its corresponding fact is mentioned
in a document.

cells with multiple fact mentions amount to 22.43% and 22.24% in
IPO prospectuses and auditor’s reports, respectively.

Due to large volumes of tables, significant fraction of table cells
have multiple fact mentions, and tables frequently update during
collaborative editing, these numerical facts might be inconsistent

among their multiple mentions. For example, if one of the three
table cells in red dash box of Figure 1 changes to a number not
equal to “1,186”, the inconsistency among these fact mentions oc-
curs. Such errors can seriously affect readers’ assessment of the
company and may cause them to doubt the reliability of the whole
process and undervalue the firm even if the mistakes are made un-
intentionally instead of deliberately. Some recent news reported
that these numerical errors brought about huge reputation risk,
and even economic losses [1]. Since the documents disclosed by
the firm usually have the force of law, these errors should be thor-
oughly removed before officially publishing.

Extant studies have found that the negative effect of errors can-
not be ignored and is more severe than management’s anticipa-
tion. Lawrence [8] points out that investors are more willing to
invest firms with clear and concise financial information, so ac-
counting errors also deserve our attention. Choudhary, Merkley,
and Schipper [2] find that investors believe that even immaterial
errors mean weak corporate governance or poor quality of finan-
cial reports. Fang, Huang, and Wang [4] reveal that errors would
affect the investors’ reactions to firm’s earnings surprises and abil-
ities to detect fraud. Overall, investors’ attention to the accounting
errors can lead to damage to firms’ reputation.

Traditionally, there is a special job called authorized reading to
manually conduct numerical cross-checking. Based on the inter-
view to the employees from one of the worldwide top 4 account-
ing firms, it takes an experienced professional 1 hour for the task
of cross-checking over 10 pages. Additionally, there is usually a
hard deadline, e.g. April 30 for the disclosure of annual reports of
listed company in China, to publish the disclose documents, and
the time left for cross-checking is usually limited. More impor-
tantly, repeated reading back and forth definitely induces fatigue,
tiredness, and carelessness. Hence, these data-inconsistency errors
are still inevitable even after manual cross-checking.

Therefore, it creates an opportunity for automated numerical
cross-checking systems.There are some related systems developed,
such as ClaimBuster [5] and StatCheck [12]. ClaimBuster focused
on detecting check-worthy factual claims while the other two com-
ponents of matching claims and checking claims are still ongoing.
StatCheck uses rule-based program to check inconsistency errors
in the null-hypothesis significance testing, presented in the aca-
demic papers in major psychology journals. A recent study [1]
published a system called AutoDoc, and introduced the module
of cross-checking among only textual paragraphs. Since tables are
more efficient to organize and summarize data, there are much
more numerical facts in tables than textual paragraphs. Therefore,
as an important extension to [1], we propose Automatic Numerical
Cross-Checking over Tables (ANCOT) in this study.

The key module of such a system is to identify whether a pair of
two table cells are semantically equivalent, namely referring to the
same fact. With the support of this module, it is easy to automati-
cally identify inconsistent errors that the numerical values inside
two semantically equivalent table cells are not equal. However, al-
though table provides a semi-structured form to organize data it
also provides much freedom to place the key ingredients of a fact
into different table areas, namely row header, column header, or
even the context outside table. Due to this tabular presentation di-
versity it is not trivial to parse the key ingredients of the fact in each
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table cell. To address this issue, we present an end-to-end solution
of binary classification to judge whether any pair of table cells is
semantically equivalent or not without explicit semantic parsing.
Also, we propose some practical techniques to address the issues
of huge number of table cell pairs and extreme classification imbal-
ance among them.

Experiments show that our classification model achieves macro
𝐹1 0.7944 and 0.8297 in auditor’s reports and IPO prospectuses, re-
spectively. We also show some cases that the model can deal with
the tabular presentation diversity. Meanwhile, the time in handling
a document with hundreds of pages is within a few minutes. This
time consumption is acceptable in practical scenarios.

Finally, we have built an auditing tool to support cross-checking
over numerical tables in financial documents, such as IPO Prospec-
tuses and auditor’s reports.This system provides amethod for iden-
tifying the numerical inconsistency errors in the tables of financial
documents, which is conducive to improving the efficiency of au-
diting work. In practice, it reduces about 50% work hours in check-
ing IPO prospectuses and auditor’s reports. Currently, this system
has received wide recognition in the Chinese financial community.
Nine of the top ten Chinese security brokers have adopted this sys-
tem to support their business of investment banking.

2 PROBLEM FORMULATIONWITH NOTIONS
AND DENOTATIONS

In this section, we first give some notions and denotations, then
discuss the issue of tabular presentation diversity, and finally for-
mulate the problem.

2.1 Notions and Denotations
Although entity and relational tables are prevalent on the Web [9],
matrix tables are more important in vertical domains since they
have more concise layout and are easier to understand by human
than relational tables. For the financial disclosure documents, the
proportion of matrix tables is as high as 90% based on our empiri-
cal study. Thus, this study mainly considers the numerical facts in
matrix tables.

Figure 3(a) shows a typical matrix table, and Figure 3(b) illus-
trates that a matrix table usually consists of 4 table areas, namely
column headers, row headers, data cells and context. Here, the col-
umn headers, row headers and data cells are the areas inside a table,
while the context is outside a table, including the descriptive text
in the title or subtitle of a table. In this study, we assume that all
these table areas are identified in some preprocessed steps.

Definition 2.1. Fact mention. Each table cell in the area of data
cells refers to a fact mention. In our application, the semantics of
each fact mention can be described as a triple f:

(𝑡𝑖𝑚𝑒,𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟, 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 ),
where 𝑡𝑖𝑚𝑒 is the time for this fact, 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 is the financial indica-
tor this fact refers to, and𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟 is the modifier of the financial
indicator.

For example, the cell in the red box of Figure 3(c) refers to a fact
mention as follows,

(2018, ℎ𝑒𝑙𝑑 𝑓 𝑜𝑟 𝑠𝑎𝑙𝑒, 𝑖𝑛𝑡𝑎𝑛𝑔𝑖𝑏𝑙𝑒 𝑎𝑠𝑠𝑒𝑡𝑠),

(a) The screenshot of the original table.

(b) The four table areas.

(c) A fact and its semantics are annotated in different colors.

(d) Another equivalent fact with different tabular presentation.

Figure 3: The example of tabular presentation diversity. The
two tables in Figures 3(a) and 3(d) are in Pages 180 and 199
of BHP Annual Report 2018, respectively.

Definition 2.2. Semantically equivalent of two factmentions.
Given two fact mentions f1 and f2 as follows,

(𝑡𝑖𝑚𝑒1,𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟1, 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟1)

(𝑡𝑖𝑚𝑒2,𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟2, 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟2)
we say they are semantically equivalent if and only if 𝑡𝑖𝑚𝑒1 and
𝑡𝑖𝑚𝑒2 refer to the same time,𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟1 and𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟2 are seman-
tically matched, 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟1 and 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟2 refer to the same finan-
cial indicator.
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Since each numerical cell corresponds to its fact mention, we
call two numerical cells are semantically equivalent if and only if
their corresponding two fact mentions are semantically equivalent.
It is clear that the cell in the red box of Figure 3(c) is semantically
equivalent to the one in Figure 3(d).

2.2 Problem Formulation and Analysis
Problem Formulation. Given all the numerical cells from all the
tables of a document, we identify all the pairs of numerical cells,
each of which are semantically equivalent.

Problem Analysis. Once we obtain the result to this problem,
it is easy to check whether the numerical values inside two seman-
tically equivalent table cells are equal or not. Thus, such inconsis-
tency errors can be automatically detected. However, in this prob-
lem, we need to address the following challenges.

• Tabular Presentation Diversity. Although tabular form is semi-
structured, it also provides much freedom to place the key ingre-
dients of a fact into different table areas. It indicates that the time,
modifier, and indicator of a fact can be scattered at everywhere in
table areas. For example, as shown in Figure 3(c), the time, modi-
fier, and indicator of the fact in the red dashed box are located in
the column header, row header, and context, respectively. How-
ever, as shown in Figure 3(d), these three locations are the column
header, context, and row header. Only the location of 𝑡𝑖𝑚𝑒 remains
the same, while the locations of 𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟 and 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 change.
The situation becomes more complicated when the table contains
hierarchical headers (detailed in Section 3.1). Due to the tabular
presentation diversity, it is not trivial to explicitly parse the key
ingredients of the fact in each table cell.

•Huge Number of Table Cell Pairs. As mentioned earlier, on aver-
age there are thousands of numerical cells in a financial document,
resulting in millions of table cell pairs. Thus, we need to consider
the compromise between prediction accuracy and inference time
for such a huge number of instances.

• Extreme Classification Imbalance. For such a huge number of
table cell pairs, only a tiny fraction of pairs are semantically equiv-
alent. Based on our disclosure documents, on average the positive
to negative ratios are smaller than 1:12,000 and 1:6,000 for IPO
prospectuses and auditor’s reports, respectively. We need to care-
fully consider this issue to guarantee high accuracy.

3 SOLUTIONS
We first describe our end-to-end model to determine whether a
pair of numerical cells are semantically equivalent or not. Then,
we introduce the grouping and deduplication methods to reduce
the number of pairs that need to be classified.

3.1 Cell Pair Classification
In our solution, we do not explicitly extract the fact mention of nu-
merical cells for classification. Instead, we propose an end-to-end
model that directly predicts whether two cells refer to the same
fact mention. Our model consists of two parts: cell embedding net-
work and pair classification network. The cell embedding network
takes as input the numerical cell and the table that it is located
in, and outputs a representation for the cell. The pair classification

(a) The original table with four table areas.

(b) The implicit and explicit hierarchy in row headers and column headers.

(c) A fact and its semantics are annotated in different colors.

Figure 4: Another example of tabular presentation diversity.
The table in Figures 4(a) is in Pages 158 BHP of Annual Re-
port 2018.

network takes as input two representations of two cells and predict
whether they refer to the same fact.

Cell Embedding Network. Given a cell and the table that it is
located in, this network embeds the fact mention of this cell into
a dense representation. The first question is what we should feed
into the network. Feeding only the numerical value of the cell con-
tains no information of the fact mention. Feeding the entire table
is unnecessary, and dilutes the information of the specific cell. As
we are handling matrix table, a straightforward idea would be feed-
ing the corresponding row and column header of the cell. But they
may not contain enough information.

Figure 4(a) shows a typical table from real world documents.
There are hierarchical structures in row and column headers, as
shown in Figure 4(b). The hierarchy is usually in the form of a tree
structure. In Figure 4(b), the column headers have an explicit three
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levels hierarchy, presented using different rows and merged cells.
The row headers have three levels implicit hierarchy, presented by
their visual cures (e.g. font styles, indentation). Such hierarchy is
frequently used to reduce redundant expressions inside a table for
human reading, but poses a challenge for machine understanding.

We take the cell in the red dotted box in Figure 4(c) as an exam-
ple to show how to include all the information of its fact mention.
The ingredients of its fact mention are highlighted. In row head-
ers, there are (Balance as at 1 July 2017, Transactions with own-
ers:, Dividend). In column headers, there are (Attributable to BHP
shareholders, Share capital, BHP Billiton Limited). As “Dividend”
and “BHP Billiton Limited” is the corresponding row and column
header of the cell, these ingredients lies right on the path from
root to the corresponding header. The situation in context is sim-
ilar. Since time information in fact mention has less diversity in
format, we omit time information in our model, and process it by
rule.

Therefore, we feed the root to leaf path of the row header, col-
umn header and context into the model. Specifically, we define
𝑅 = (𝑟1, . . . , 𝑟𝑙 ) as the row header input, where 𝑙 is the number
of nodes from root to leaf, and 𝑟1 = (𝑤1, ...,𝑤𝑛) is the text in the
root cell. In the example, 𝑅=(Balance as at 1 July 2017, Transactions
with owners:, Dividend), and 𝑟1=(Balance, as, at, 1, July, 2017). Sim-
ilarly, we define𝐶 as the column header input, and we distinguish
table title and section titles in context as𝑇 and 𝑆 . In summary, the
input of cell embedding network of a cell is (𝑅,𝐶,𝑇 , 𝑆).

The second question is what is the form of its representation and
how to compute it. As we can see from Figure 3, different areas of a
table might convey different kinds of information, so we give one
hidden vector for each component of (𝑅,𝐶,𝑇 , 𝑆) as the represen-
tation of the numerical cell, namely (ℎ𝑅, ℎ𝐶 , ℎ𝑇 , ℎ𝑆 ). We encode 𝑅
by using two LSTMs. The first LSTM takes as input a text 𝑟𝑖 and
returns a vectorℎ𝑟𝑖 . The second LSTM takes as input (ℎ𝑟1 , · · · , ℎ𝑟𝑙 )
and outputs a vector ℎ𝑅 :

ℎ𝑟𝑖 = LSTM1 (𝑟𝑖 ), for 𝑟𝑖 ∈ 𝑅
ℎ𝑅 = LSTM2 (ℎ𝑟𝑖 , . . . , ℎ𝑟𝑙 )

Similarly, 𝐶,𝑇 and 𝑆 share the same encoding network to com-
pute their hidden vectors. Finally, cell embedding network out-
puts the representation of a numerical cell as a tuple of vectors
𝐻 = (ℎ𝑅, ℎ𝐶 , ℎ𝑇 , ℎ𝑆 ).

Pair Classification Network. The pair classification network
takes as inputs two representations 𝐻 and 𝐻 ′ of numerical cells
𝑐 and 𝑐 ′, and outputs the probability that they are semantically
equivalent.

First, each part of𝐻 , namely ℎ , attends on𝐻 ′ to compose a new
vector ℎ𝑎 that lays emphasis on certain counterparts in 𝐻 ′:

ℎ𝑎 = Attn(ℎ,𝐻 ′) for ℎ ∈ 𝐻,
𝐻𝑎 = (ℎ𝑅𝑎, ℎ𝐶𝑎, ℎ𝑇𝑎 , ℎ𝑆𝑎)

Here, the Attn module is composed of a dot scaled attention layer
and Feed Forward Network (FFN) layer, each followed by a Resid-
ual Connection (RC) and Layer Normalization (LN):

𝑍1 = Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄
𝑇𝐾√
𝑑ℎ
𝑉 )

𝑍2 = LN1 (𝑄 + 𝑍1)
𝑍3 = FFN(𝑍2)
𝑄 ′ = LN2 (𝑍2 + 𝑍3)

where 𝑄 = ℎ, 𝐾 = 𝐻 ′, and 𝑉 = 𝐻 ′. Similarly, each part ℎ′ of 𝐻 ′

attends on 𝐻 to get 𝐻 ′
𝑎 .

Then we want one vector representation of each cell, so we use
the other Attn module, and use a special learnable vector 𝑒 to get
two vectors: 𝑢 = Attn(𝑒, 𝐻𝑎), 𝑣 = Attn(𝑒, 𝐻 ′

𝑎).
Finally, we predict the probability of semantically equivalence.

In order to ensure the symmetry of the result (to output similar
result if we swap the order of two cells), 𝑢 and 𝑣 are concatenated
in two different orders, and the probability is computed by:

𝑠1 = FFN( [𝑢; 𝑣])
𝑠2 = FFN( [𝑣;𝑢])
𝑝 = softmax(max(𝑠1, 𝑠2))

where max(·) indicates an element-wise max function.

3.2 Filtering
As we have analyzed in Section 2, there are millions of pairs to be
classified, so we proposed two methods to reduce the number of
pairs. The first step is to quickly filter out pairs of numerical cells,
each of which are not semantically equivalent. The second step
is to remove highly similar pairs to reduce duplicate calculations.
Next, we describe these two steps: grouping and deduplication.

Grouping. Although the tabular presentation is diverse, it is
not difficult to parse the time and numeric type for each table cell.
The time of a fact mention is usually located in its corresponding
table headers or context. Also, we consider two numeric types, pro-
portion (between 0 and 1) and other amount. All these entities can
be recognized by the regular expressions. If more than one occur-
rences of time are extracted, the one inside the table takes prece-
dence. Hence, for each cell there are a tag of time and numeric type
on it.

It is clear that the two table cells with different time or numeric
type cannot be semantically equivalent. Thus, we can group the
table cells with their tags, and only classify the pairs of numerical
cells within each group.

Deduplication. Disclosure documents often describe the finan-
cial indicators of a company for recent years (usually 2 - 4 years).
Thus, there are some numerical cells whose fact mentions are dif-
ferent in terms of 𝑡𝑖𝑚𝑒 while their𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟 and 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 are ex-
actly the same. In such a situation, we call the two numerical cells
𝑐 and 𝑐 ′ are highly similar, denoted as 𝑐 ≈ 𝑐 ′

For example, two tables are shown in Figure 5. In each table, the
cells in red and blue dashed boxes are highly similar, since they
share the same row header and context, but have different 𝑡𝑖𝑚𝑒s
in column headers.
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Figure 5: Two simplified tables.

Then, we define near duplicate pairs. Given two pairs (𝑐, 𝑐 ′) and
(𝑑, 𝑑 ′), they are near duplicate, if and only if 𝑐 ≈ 𝑑 , 𝑐 ′ ≈ 𝑑 ′, 𝑐 and
𝑐 ′ refer to the same time, 𝑑 and 𝑑 ′ refer to the same time.

For example, in Figure 5 we can get the following two pairs of
numerical cells: one with the cells in the two red dashed boxes,
another with those in the two blue dashed boxes. It is easy to check
that these two pairs are highly similar.

Since the input to cell embedding network ignores the time of
a cell, the inputs of near duplicate pairs are the same, and judge-
ments of semantic equivalence are the same. Hence, we only need
to preserve one pair in near duplicate pairs both in the training
and inference phase.

4 EXPERIMENT SETTINGS
4.1 Dataset
We collected two sets of Chinese financial documents: IPO prospec-
tuses and auditor’s reports. The detailed information of them are
shown in Table 1. IPO prospectuses havemore pages, tables and nu-
merical cells than auditor’s reports in general. On average, a table
contains 26 numerical cells in IPO prospectuses and 16 numerical
cells in auditor’s reports.

The datasets are annotated as follows. We annotate each docu-
ment by two annotators. The first one annotates, and then the sec-
ond one proof-reads the results from the first annotator. For a fact
mentioned in 𝑛 numerical cells, there are

(𝑛
2

)
semantically equiv-

alent pairs among them. To reduce the annotation efforts, we re-
quire that a numerical cell only needs to be paired with the nearest
semantically equivalent one in front of it. After manual annota-
tion, the annotated results can be automatically expanded to get
all pairs of semantically equivalent numerical cells. After annota-
tion, we divide each dataset into training, validation and test set
by documents in the ratio of 8:1:1.

Table 1: The detailed dataset statistics.

IPO prospectuses Auditor’s reports
#Documents 270 762

Max Min Avg Max Min Avg
#Pages 854 235 429 203 9 47
#Tables 531 95 224 256 9 65
#Numerical cells 24,042 2,692 5,822 7,876 70 1,061

We give statistics on the datasets before and after filtering to
show the effectiveness of our proposed filtering methods. A pair
of numerical cells is considered as positive if they are semantically
equivalent, otherwise it is a negative pair. Before filtering, the ra-
tios of negative to positive samples are 12,702:1 and 6,716:1 in IPO
prospectuses and auditor’s reports respectively. After grouping,
82.42% and 58.1% of samples are filtered respectively, and the ra-
tios of negative to positive samples reduce to 2,232:1 and 2,813:1
respectively.

After deduplication, 7.05% and 12.8% of more samples are fil-
tered respectively, and the ratios of negative to positive samples
go up to 3,822:1 and 3,131:1 respectively. This means that positive
samples have more highly similar pairs than negative samples.

In summary, after filtering, 89.47% and 70.9% samples are filtered
out in IPO Prospectuses and auditor’s reports respectively, and the
ratios of negative samples to positive samples reduce to 3,822:1
and 3,131:1 respectively. The step of filtering not only reduces the
number of samples, but also alleviate the issue of class imbalance.
In the following the training, validation and test sets used are all
after filtering.

4.2 Parameter Settings
Documents in our datasets are in Chinese and each text in table
cells is not too long, thus we use character-based model in cell
embedding network. The vocabulary contains 2,500 most frequent
characters. Word2vec [13] is adopted to initialize character embed-
dings. The dimensions of the character embedding and LSTM1 are
set to 128. The dimension of LSTM2 is set to 256. In pair classifi-
cation network, the dimensions of two attentions are both set to
256, and each feed forward network is a fully connected layer with
two linear transformations (256× 512 and 512× 256) and a ReLU
activation in between. We use Adam optimization method with
learning rate 0.001. In our experiments, we leverage GPU (GeForce
GTX 1080 Ti) to train and infer. During training, 4 GPUs are used
with total batch size 4k; during inference, 1 GPU is used to infer
a document with batch size of 4k for cell embedding and 40k for
matching.

4.3 Evaluation Metrics
In the problem of numerical cross-checking over tables, the main
task is to determine whether any two numerical cells in different
tables are semantically equivalent or not. Therefore, the predicted
results and the ground truth of the task are both a set of pairs of se-
mantically equivalent numerical cells for each document. We first
define precision, recall and 𝐹1 measures in a document. Given the
predicted relation set 𝑟 and ground truth set 𝑟∗ in a document, they
are defined as

𝑃 =
|𝑟 ∩ 𝑟∗ |
|𝑟 |

𝑅 =
|𝑟 ∩ 𝑟∗ |
|𝑟∗ |

𝐹1 =
2 ∗ 𝑃 ∗ 𝑅
𝑃 + 𝑅
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Now we introduce the metric on a dataset 𝐷 = (𝑑 (1) , ..., 𝑑 (𝑛) ),
where 𝑑 (𝑖) indicates the 𝑖-th document, 𝑛 is the number of docu-
ments. We define Macro metrics by averaging results upon docu-
ments. For example, Macro precision on 𝐷 is defined as

𝑀𝑎𝑐𝑟𝑜 𝑃 =

∑𝑛
𝑖=1 𝑃𝑖

𝑛
,

where 𝑃𝑖 is the precision of the 𝑖-th document, 𝑟𝑖 and 𝑟∗𝑖 are the
predicted relation set and ground truth set of the 𝑖-th document.
We define Micro metrics that merges pairs of all documents as one
document. For example, Micro precision is defined as

𝑀𝑖𝑐𝑟𝑜 𝑃 =

∑𝑛
𝑖=1

��𝑟𝑖 ∩ 𝑟∗𝑖 ��∑𝑛
𝑖=1 |𝑟𝑖 |

.

5 EXPERIMENT RESULTS
5.1 Effectiveness
The results of two datasets on test set are shown in Table 2. Despite
the tabular presentation diversity and extreme classification imbal-
ance challenges, our model achieves a good performance: around
0.8 Macro 𝐹1 on both datasets.

Case study on tabular presentation diversity. In cell embedding
network, we give each numerical cell a representation which com-
poses of four vectors for row headers, column headers, table title
and section headings.These vectors attend on the representation of
the other cells in pair classification network by two layers of atten-
tion module. Since the result of attention module can be visualized
and interpreted, we use a case study to illustrate how our model
can deal with the challenge of tabular presentation diversity.

In Figure 6, there are two cells in red boxes in two tables. Our
model predicts that they are semantically equivalent. We visualize
the weights of attention by shading, where cells with darker shad-
ing have larger attention weights. First, the table at the top of the
figure shows the weights of its components when 𝑒 (the special
aggregating vector) attends them (𝐻𝑎). It shows that the key infor-
mation for this classification is the content in row headers of the
cell in red.

We further display how the row headers in the table above at-
tends on the bottom table. The colors show that the row headers
and column headers in the table below are the reason why the row
headers in the table above are important.This distribution is in line
with the situation that the two ingredients of the row header in top
table: profits, and attributed to shareholders of parent company, is
located in row and column headers in the bottom table. From this
case, we can see that our model design for tabular presentation
diversity is effective.

Table 2: The performances of our model on two datasets.

IPO prospectuses Auditor’s reports
Micro 𝑃 0.8457 0.7475

𝑅 0.7828 0.7597
𝐹1 0.8130 0.7535

Macro 𝑃 0.8559 0.8203
𝑅 0.8073 0.7789
𝐹1 0.8297 0.7944

Figure 6: The illustration of the interpretability of pair clas-
sification network by a case. The cells in the red box refer to
the same fact.

5.2 Efficiency
We evaluate the efficiency of our classification model. Since 89.47%
and 70.9% pairs have been filtered out in IPO prospectuses and au-
ditor’s reports respectively, there are still on average 2,074,991 and
367,109 pairs per document in two datasets. On these two datasets,
the average inference time are 428 and 74 seconds per document.
In other words, on average the model can process about 4,900 pairs
per second. It is acceptable in real-world scenarios if a document
can be processed within a few minutes.

5.3 Real-World Application and Evaluation on
Time Saving

We have built an auditing tool to support guided cross-checking
over numerical facts in financial documents. To ensure that the doc-
uments after cross-checking are free of errors, we propose the fol-
lowing use mode of guided cross-checking: first the proposedmodel
is used to identify the possible errors, and then these results are
manually revised.

Figure 7 shows the screenshot of our system which supports
convenient manual revision. See the left panel in this screenshot,
which includes the cross-checking results from the model. Specif-
ically, the cells without underlines indicate that their correspond-
ing fact mentions may occur only once, while the cells with un-
derlines indicate that these fact mentions appear more than once.
Additionally, the blue underlines indicate that these fact mentions
are consistent, while the red underlines indicates that some errors
may exist in them. If you click a cell with red underline, a red box
appears on it and at the same time the right panel jumps to the
exact position of one of its equivalent table cells. This screenshot
shows a true error of the same fact mention with two different val-
ues. Also, the 6 tabs on the right panel shows all the table cells
which are semantically equivalent to the marked the on the left
panel. With this easy interface, professional auditors can browse
the document on the left panel to remove wrong pairs, and add
some new pairs not recognized by our model.
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Figure 7: The screenshot of our auditing tool that supports guided cross-checking.

Next, we compare the time of this guided cross-checking ap-
proach with the entirely manual approach. To give a more detailed
analysis on how time is saved from our application, we build a
mathematical model to compare these two approaches.

Let the number of numerical cells in a document be 𝑁𝑐 , the
ground-truth proportion of positive pairs be 𝑃𝑜 . Then, the number
of pairs of numerical cells in a document is

(𝑁𝑐
2

)
. With the Micro

precision 𝑃 and recall 𝑅 of our model, we can obtain

𝑁𝑡𝑝 =

(
𝑁𝑐
2

)
∗ 𝑃𝑜 ∗ 𝑅

𝑁𝑓 𝑝 = ( 1
𝑃
− 1) ∗ 𝑁𝑡𝑝

𝑁𝑓 𝑛 = ( 1
𝑅
− 1) ∗ 𝑁𝑡𝑝

where 𝑁𝑡𝑝 , 𝑁𝑓 𝑝 , 𝑁𝑓 𝑛 are the numbers of the truth positive, false
positive and false negative pairs.

Next, we assume that a professional auditor needs𝑇𝑐 time to de-
termine whether an existing cell has a semantically equivalent cell,
𝑇𝑟 time to check and correct a cell pair, and 𝑇𝑎 time to add a new
relationship between two cells. For the entirely manual approach,
its time of cross-checking a document is

𝑇1 = 𝑇𝑐 ∗ 𝑁𝑐 +𝑇𝑎 ∗ (𝑁𝑡𝑝 + 𝑁𝑓 𝑛),

while the time of our approach is

𝑇2 = 𝑇𝑐 ∗ 𝑁𝑐 +𝑇𝑎 ∗ 𝑁𝑓 𝑛 +𝑇𝑟 ∗ (𝑁𝑡𝑝 + 𝑁𝑓 𝑝 )

Therefore, the difference is𝑇1 −𝑇2 = 𝑇𝑎 ∗𝑁𝑡𝑝 −𝑇𝑟 ∗ (𝑁𝑡𝑝 +𝑁𝑓 𝑝 ). It
clearly shows that our model saves the time of adding true positive
pairs at the cost of checking the predicted positive pairs.

The interview with the professional auditors tells that with the
entirely manual approach on average it takes about 18 hours to
process an IPO prospectus with hundreds of pages , and 2 hours
for an auditor’s report with tens of pages. Based on these facts, we
estimate the time required for each operation. Specifically, we cal-
culate 𝑇𝑎 = (𝑇1 −𝑇𝑐 ∗ 𝑁𝑐 )/(𝑁𝑡𝑝 + 𝑁𝑓 𝑛) = 37𝑠 in the IPO prospec-
tuses, where 𝑁𝑐 = 5, 822, 𝑁𝑡𝑝 = 1, 105 and 𝑁𝑓 𝑛 = 307 that are

set to their average values of our IPO prospectuses dataset. Sim-
ilarly, we obtain 𝑇𝑎 = 25𝑠 in auditor’s reports with 𝑁𝑐 = 1, 061,
𝑁𝑡𝑝 = 155 and 𝑁𝑓 𝑛 = 49 are set to their averages. As a result,
we set 𝑇𝑎 to [32s, 42s] and [20s, 30s] for the IPO prospectuses and
auditor’s reports, respectively. Additionally, 𝑇𝑐 and 𝑇𝑟 are set to
2s and 4s respectively, which are over-estimated to decreases the
advantage of our approach since viewing a cell and a pair is quite
simple.

According to the assumptions above, as shown in Figure 8 we
draw the proportion of saved time along the increase of𝑇𝑎 and 𝑁𝑐 .
The proportions of time saving are in the range of 52% ∼ 68%
and 5% ∼ 60% for the IPO prospectuses and auditor’s reports,
respectively. Although this range for the auditor’s reports is large,
the majority is still in 40% ∼ 60% when the report contain more
pages.

After we deployed the system, we collected feedbacks from the
actual users.They confirmed thatwith our system the time of guided
cross-checking is shortened to 7 hours for an IPO prospectus and
1 hour for an auditor’s report. These feedbacks coincide with the
above theoretical evaluation on time saving.

Overall, this system has received wide recognition in the Chi-
nese financial community. Nine of the top ten Chinese security
broker adopted this system to support their business of investment
banking.

6 RELATEDWORK
Claim-Checking is an important issue in academic, financial, and
politic fields. It has attracted a lot of research interests in recent
years. Cao et al. [1] propose a system to cross-check numerical
facts by extracting structured formulas from textual paragraph in
financial documents. Our study extend their work to cross-check
numerical facts in tables. And we adopt an end-to-end approach
to avoid the extraction of explicit structured information which is
laborious when collecting the labelling dataset. Vlachos and Riedel
[17] propose a dataset to verify the claims made by public fig-
ures. Verifying such claims includes detecting whether a statement
in check-worthy [5], retrieve information from large data source
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(a) Auditor’s reports.

(b) IPO prospectuses.

Figure 8:The proportion of saved timewith respect to𝑇𝑎 and
𝑁𝑐 .

to provide related evident paragraphs, and finally give a classifi-
cation [7, 10, 16]. In academic field, Nuijten et al. [12] propose
StatCheck which uses rule-based program to check inconsistency
errors in the null-hypothesis significance testing, presented in ma-
jor psychology journals.

According to the statistics of WebDataCommons, the propor-
tions of entity type, relational type andmatrix type of tables in web
pages are 59.7%, 38.6% and 1.3%, respectively [9]. However, in ver-
tical domains such as the field of finance, most of tables are matrix-
type and have explicit or implicit hierarchical headers. There are
some studies about recognizing this type of tables. Fang et al. [3]
proposed a Random Forest classification to identify the complex
headers in tables; Nagy et al. [11] leveraged rule-based method
to extract data categories and data hierarchies from table headers.
Based on the extracted tables, there are many understanding tasks,
such as linking text to table cells [6], table cell search for a given
query [15], ad hoc search over tables [18], transforming complex
tables to the form that can be stored in a database [14]. Our task,
cross-checking over numerical tables, is also a table understanding
task based on extracted table structure.

7 CONCLUSION
When investor finds out accounting errors in financial reports, they
may doubt firm’s governance capacity and authenticity of firm’s
accounting information. In this paper, we aims at automatic nu-
merical cross-checking over tables in a document, and propose an
end-to-end solution to detect whether two table cells are seman-
tically equivalent or not. Based on this model, an auditing tool
is built to support guided cross-checking. This system has been

widely adopted in the Chinese financial community. Users feed-
back and theoretical analysis confirm that it helps to save around
50% time.
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